Linear Algebra

Vector spaces

A vector space over a field F (F,V,VxV — V,FxV — V)is aset V together
with a function V XV =V, (z,y) — = + y (called addition) and a function
FxV =V, (c,z) — cx (called scalar multiplication) for which

Ve,yeV r+y=y+x commutativity
Ve,y,z €V (x+y)+z=x+ (y+2) associativity
0 VVe eV O+xz==x additive identity
VeeVi—xeV (—z)+x=0 additive inverse

Ve e FVx,y eV c(x+y)=cx+cy distributivity
Ve,d € FVxz € V (c+d)x =cx + dx distributivity
Ve, d € FNx e V (ed)x = c(dx) associativity

Ve eV le ==

: scalar identity
Closure is implied by this axioms.

A subset W of a vector space V' is a subspace iff it is a vector space with the
same vector space operations as V.

W C V is a subspace iff
oew
Ve,y € WVce F

z+yeW A cceW closure

Linear combination & Bases

A linear combination is a finite sum (even in infinite dimensional vector
spaces) given by

Lin(S,c1,...,¢cn) = >, ¢ SCcV,ceF
veES
Lin(®) = 0

The span of vectors in & C V is the set of all linear combinations
Span(S) = {Lin(S,c1,...,¢cn) | c1,...,cn € F}

A set of vectors S is linearly independent iff
Lin(S,c1,...,cp) =0 <= c¢1,...,cnp =0

A set of vectors B C V in a vector space V is called a basis iff
e B is linearly independent
e Span(B)=V

Every vector space has a basis.
We call (e;); = d55, i =1,...,n the standard basis of F™.

We call dim(V) = #(B) the dimension of V. The dimension (and thus the
number of vectors in a basis) is unique for every vector space.

There are at most dim(V) linearily independent vectors in V.

Linear functions

A linear function (or linear transformation) is a function T': V' — W such

that
T(x+y) =
T(cx)

T(x) + T(y)
cT'(x)

The set of all linear functions T : V' — W (denoted by L(V,W) ) is a vector
space.

dimV = n, dimW = m and By, By is a basis of V,W then there exists a
unique matrix A € F™*" guch that T'(v) = Av.

Properties that are independent of the chosen basis (such as trace, determinant
or eigenvalues) are assigned to the function represented by the matrices.

Two matrices A, B € F™X"™ are equivalent iff
3P € GL(F), Q € GL,(K) : B=PAQ or
rg(A) = rg(B) or
iff A, B represent the same functions T': V' — W regarding different bases.

Two matrices A, B € F™"*" are similar iff
IT € GL,(K) : B=T"'AT or
iff A, B represent the same function f: V — V regarding different bases.

The kernel of a linear function is defined by ker(T) = {z € V| f(x) = Ow }.

The image/range of a linear function is defined by
im(T) = range(T) = {f(x)| x € V}.

Matrices

A m xn matrix A € F™X™ over F is a function (usually written as
a rectangular grid)

A A{L... m}x{1,...,n} = F, (4,5) — Ay
A matrix A is square iff m = n. Then we call n the size of A.
scalar multiplication is defined

Equality, addition, and

component-wise.

The vectors in F™ are usually identified with the matrices in
Fnx1l(thus are column vectors).

Identity matrix (In);; = d;;. It holds that I, A = AI,, = A.

Special matrices

Vi #j A;j =0 diagonal matrix
Vi > j A;; =0 upper triangular matrix
Vi<j A;; =0 lower triangular matrix

A, B € F™"X™ and upper (lower) triangular
—> AB is upper (lower) triangular

An elementary matrix is an invertible square matrix obtained by
e A multiple of one row of I, is added to a different row
e Two different rows of I,, are exchanged
e One row of I,, is multiplied by a nonzero scalar

Matrix multiplication

A c men7B c anp

(AB);; € Fm>P = 370 AjBy;

Matrix multiplication is associative and distributive over matrix ad-
dition (from the left and from the right) but not commutative.

Transpose of a matrix

A c F'm><n

(AT)ij € F'Xm = Aji
(A" = A

(A+B)T = AT +BT
cA)T = AT
(,(413;T = BTAT

Rank of a matrix

The range of a matrix is the vector space spanned by the columns
(also called the column space).

The rank of a matrix (denoted by rankA) is the number of inde-
pendent columns of A (This is equivalent to the number of linearly
independent rows of A.

Equivalently: rankA = dim(range(A))

rankA=0 <= A=0

rank(A + B) < rankA +rankB
rank(AB) <  min(rankA,rankB)
rank(ATA) = rank(AAT) =rank(A)

Iff F=C we call A* = A" the Hermitian adjoint.

We call a square matrix symmetric if AT = A and skew-
symmetric iff AT = —A.

We call a square matrix hermitian iff A* = A and skew-hermitian
iff A* = —A.

Permutations

A permutation is a bijective function o : S — S where S is a finite set. We write e.g. ( 0(11) 0(22) O(nn) )

A cycle is a permutation such that Jaq, ..

,ar €S f(ai) = ait1 A f(ag) = a1. Every permutation can be written as a product of cycles.

A cycle of length two is called a transposition. Every cycle can be written as a product (combination) of transpositions.

1 n even

The sign of a permutation is defined by sgn(o) = 1 dd
-1 no

(where n is the number of transposition in the decomposition of the permutation)




Determinant of a (square) matrix

> sgn(o) [T Ai oy
oc€ESy

detA =

Rule of Sarrus

det A = ad—bc

QL e o 8

detA = = aeit+bfg+ cdh —ceg — bdi — afh

S0 oo
S %0
|

g
Laplace expansion

det A = Z?:l 1417 (—1)i+j M“
M ;; is the ij—th minor (row ¢ and column j are removed from A).

Determinant by Gaussian Elimination
e Exchange of a row/column changes the sign of the determinant
e  Multiplying a row/column by ¢ multiplies the determinant by ¢
e Adding a multiple of a row/column to another leaves the
determinant unchangend

n
then use: If A is a triangular matrix then det A = 3 ay;.

=1
det(AB) = detAdetB
det(cA) = c"det(A)
det(A™Y) = det(A)?!
det(AT) = det(A)
det(A*) = det(A)
detA = Ai-...-Ap n X n matrices

Trace of a (square) matrix

trA e F = 22:1 Akk

tr(A+B) = trA+trB
tr(rB) = r-trA
tr(A) = tr(AT)
tr(AB) = tr(BA)
tr(ABC) = tr(CAB)=tr(BCA) cyclic permutation
tr(A) = M+-+An n X n matrix

System of linear equations

A matrix A is in row echelon form (REF) iff
e All nonzero rows are above any rows of all zeroes
e The leading coefficient (called pivot) of a row is always strictly
to the right of the leading coefficient of the row above it.

A matrix A is in reduced row echelon form (RREF) iff addition-
ally
e The leading entry in every row is 1 and every other
entry of that column is 0

Elementary row operation on a matrix are left multiplications
with elementary matrices. Thus

e Add a multiple of one row to a different row

e Exchange two different rows

e Multiply one row by a nonzero scalar

Gaussian Elimination is the algorithm that transforms a matrix
by applying elementary row operations to a matrix in REF.
Gauss-Jordan Elimination is the algorithm that transforms a ma-
trix by applying elementary row operations to a matrix in RREF.

Every system of linear equations can be converted to matrix-
vector form
@1171 + ++ + a1p®n = b1

Az =b
az1w1 + -+ an =b2  — N
. A =
Am1T1 + - + GmnTn = b am1 ... Qdmn
b= [bl bm}T
Tr = [x1 $n]T

The system of linear equations can be solved by applying Gauss-
Jordan elimination to the augmented matrix Alb € Frmx(ntl)

The solution of a system of linear equations forms an affine space
which can be written as z + span(sy, ..., 8x) where z is an arbitrary
solution and si1,...,s; is a basis of the homogenous solution space
where k = rank(A).

span(si,...,sg) = {z| Az =0}

Inverse matrix

A matrix A € F™*" is called invertible or nonsingular iff
dB e F"*" . AB=BA=1, We write A~! = B.

A matrix A is invertible iff det A # 0.
A matrix A is invertible iff 0 ¢ o(A).
The group of all invertible n x n Matrices over F is denoted by GL,, (F') and is

called the general linear group (for n > 2, GL,(F) is not commutative).

(AB)~1! B~ 1A~!

_ [ a1 a2

— A 1 1
a1 az2

det A —as1 a1

Inversion by Gauss-Jordan Elimination
Use Gauss-Jordan Elimination to transform the augmented matrix [A|I,] to
[I,B] then B = A1

Eigenvalues & Eigenvectors

A € F is an eigenvalue to the eigenvector @ # 0 € F™ of the Matrix
A€ F"X"iff Az = \x.

The set of all eigenvectors (also called the spectrum) is denoted by o(A) =
{NAz = e,  # 0}

The eigenspace to the eigenvector A\ is a vector space and denoted by
E\(A) ={z| Az = \x, © # 0}

The characteristic polynomial of A is given by pa(z) = det(zI, — A) =
det(A — zI,).

o(A) ={z € F|pa(z) =0}

The (algebraic) multiplicity «()) is the number of times the eigenvalue
occurs as a root in pa(z). We call the eigenvalue simple iff () = 1.

The (geometric) multiplicity v(A) = dim (Ex(A))
We call the matrix A nonderogatory iff VA € o(A) : v(A) =1.

Properties of eigenvalues & eigenvectors

If A is a triangular matrix o(A) = {a11,...,ann}.

o(A) = a(AT) the multiplicities are also the same
A€o(A) <= X leogAa™
Diagonalization

A matrix A € C"*" is diagonalizable iff it is similar to a diagonal matrix;
thus, 3P € GL,(C) : P lAPisa diagonal matrix.

A matrix A € C"*" is diagonalizable iff the sum of the dimensions of its
eigenspaces is equal to n.

If a matrix A has n distinct eigenvalues, then A is diagonalizable.

To find a matrix P such that P~ ' AP is a diagonal matrix we
e Find bases @1, ..., for Ey, (A) for each of the distinct eigenvalues
/\17--~»>\k> of A

o P=[x11...%1py - Tkl .. Tkr,]

Properties of diagonalizability
A diagonalizable = AT A~' A* k € N are diagonalizable

Cramer’s rule

A system of linear equations has a unique solution iff A is invertible. In
this case
. __ det B(3)
Ti = Tdet A

where B(i) is the matrix that is formed by replacing the ¢-th column of
A by b.




